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Abstract Semi-supervised classification methods can perform even worse than the super-
vised counterparts in some cases. It undoubtedly reduces their confidence in real applications,
and it is desired to improve the safety of semi-supervised classification such that it never per-
forms worse than the supervised counterpart. Considering that the cluster assumption may
not well reflect the real data distribution, which can be one possible cause of unsafe learning,
we develop a safe semi-supervised support vector machine method in this paper by adjusting
the cluster assumption (ACA-S3VM for short). Specifically, when samples from different
classes are seriously overlapped, the real boundary actually lies not in the low density region,
which will not be found by the cluster assumption. However, an unsupervised clustering
method is able to detect the real boundary in this case. As a result, we design ACA-S3VM by
adjusting the cluster assumption with the help of clustering, which considers the distances
of individual unlabeled instances to the distribution boundary in learning. Empirical results
show the competition of ACA-S3VM compared with the off-the-shelf safe semi-supervised
classification methods.

Keywords Semi-supervised classification · Cluster assumption · Clustering · Decision
boundary · Low density region

1 Introduction

In many real applications, such as web page recommendation and spam email detection,
the unlabeled data can be easily and cheaply collected, while the acquisition of labeled
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data is usually quite expensive and time-consuming, especially involving manual effort.
Consequently, semi-supervised learning, which exploits both labeled and unlabeled data for
learning, has attracted intensive attention during the past decades. In this paper, we focus on
semi-supervised classification, and lots of semi-supervised classification methods have been
developed so far [1–4].

Generally, semi-supervised classification methods attempt to exploit the intrinsic data
distribution information disclosed by the unlabeled data in learning [5,6]. To exploit the
unlabeled data, two distribution assumptions are usually adopted, i.e., the cluster assumption
and the manifold assumption [3,4,7] The former assumes that similar instances are likely to
share the same class label, thus guides the classification boundary passing through the low
density region between clusters, thus it is also known as low density separation assumption.
The latter assumes that data are resided on some low dimensional manifold represented by
a Laplacian graph, and similar instances should share similar classification outputs accord-
ing to the graph. Almost all off-the-shelf semi-supervised classification methods adopt one
or both of those assumptions explicitly or implicitly [1,4]. For instance, the large margin
semi-supervised classification methods, such as semi-supervised SVM (S3VM) [8] and the
variants [9,10], adopt the cluster assumption. The graph-based semi-supervised classification
methods, such as label propagation [11,12] and manifold regularization (MR) [13], adopt
the manifold assumption.

Despite of the great enthusiasm in developing novel semi-supervised classification meth-
ods, however, it has been found that they may yield even worse performances than their
supervised counterparts in some cases, or in other words, the unlabeled data may hurt the
performance [14,15]. It undoubtedly reduces the confidence of adopting semi-supervised
classification methods in real applications, and consequently, it is desired to develop safe
semi-supervised classification methods never performing worse than the supervised coun-
terparts. However, to the best of our knowledge, there are few researches [14–16] on safe
semi-supervised classification up to now. Considering that not all unlabeled instances are
helpful for learning, Li et al. developed the S3VM-us in [14] through selecting the unlabeled
instances by hierarchical clustering. Specifically, only the unlabeled instances with high con-
fidence by hierarchical clustering are predicted by TSVM, while the rest are predicted by
SVM. Finally, the chance of its performance degeneration ismuch smaller than that of S3VM.
At the same time, in [15,17], Li et al. developed the safe S3VM (S4VM) method. Different
from S3VM seeking an optimal low-density separator, S4VM exploits the candidate low-
density separators simultaneously to reduce the risk of identifying a poor separator with the
unlabeled data. The performance of S4VM is highly competitive to S3VM and never signif-
icantly inferior to SVM. Both S3VM_us and S4VM work in the transductive learning style.
In [16], Wang et al. invented a safety-control mechanism for safe semi-supervised classifi-
cation by adaptive trade-off between semi-supervised and supervised classification in terms
of unlabeled data, and further developed a safety-aware SSCCM (SA-SSCCM, safety-aware
semi-supervised classification method based on class memberships [18]). The performance
of SA-SSCCM is never worse than its supervised counterparts LS-SVM, and rarely worse
than its corresponding semi-supervised counterparts SSCCM as well.

To address the issue of unsafe semi-supervised classification learning, we should first
consider the cause of unsafe learning. Actually, there are mainly two possible causes: (1)
The unlabeled instances can be unreliable so that they may mislead the classification. (2) The
distribution assumption adopted may not well reflect the real data distribution so that it can
mislead the classification. We follow the second line to consider the distribution assumption,
and further, we focus on the cluster assumption, or low density assumption here. It states that
“the classification should pass through the low density region”. However, as shown in Fig. 1,
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Fig. 1 An illustration in which the low density boundary is not the groundtruth

when samples from different classes are seriously overlapped, the real boundary actually
lies not in the low density region. In this case, adopting the cluster assumption may lead to
unsafe learning. However, a traditional unsupervised clustering method is able to generate
a decision boundary close to the ground truth in this case. As a result, we attempt to adjust
the cluster assumption to better fit the real data distribution with the help of clustering, and
develop a new S3VMmethod based on the adjusted cluster assumption. Specifically, we first
compute the distances of each unlabeled instances to the boundary in terms of clustering,
and then incorporate them into S3VM so that instances in the cluster boundary will also be
classified into the class boundary, in this way, the class boundary is guided to pass through
the cluster boundary rather than the low-density region in Fig. 1. At the same time, when
classes or clusters are not seriously overlapped, the real boundary lies in the low density
region. In this case, the clustering boundary is also in the low density region, and thus the
class boundary detected will be in the low density separation as well with no adjustment. In
this way, for the cluster-assumption based methods, the decision boundary can be adjusted
by clustering when different classes have serious overlaps such that the decision boundary
does not lie in the low-density region [19]. It can undoubtedly alleviate the second cause of
unsafe semi-supervised classification to some extent. Further, the distances of instances to the
boundary actually describe their confidence in classification, thus the new method considers
the confidence of individual unlabeled instances in classification. As a result, it may alleviate
the first cause as well. As a result, it is respected to improve the safety of semi-supervised
classification.

It is easily noted that S3VM_us adopts a similar strategy of considering the individ-
ual unlabeled instances for safe semi-supervised learning. However, S3VM_us stems from
instance selection, and learns in the transductive learning style, while ACA-S3VM starts
from adjusting the cluster assumption, and learns in the inductive learning style. Moreover,
each unlabeled instance in S3VM_us is either selected (predicted by S3VM) or discarded
(predicted by SVM) by some confidence threshold, thus in both the selected and the discarded
datasets, different confidences of individual unlabeled instances are actually discarded.While
through considering the different distances of unlabeled instances to the boundary, different
confidences of individual unlabeled instances are actually utilized for further improving the
safety of semi-supervised classification. Research in [19] also considers to improve the clus-
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ter assumption is this case, however, the new method adopts a distribution assumption more
like the manifold assumption considering the pairwise similarity between instances.

In the implementation, we take LS_S3VM for the base classifier, and develop a new safe
LS_S3VMmethod based onAdjustedCluster Assumption (ACA-S3VMfor short). However,
the proposed idea can be easily applied to other semi-supervised methods such as S3VM and
LapRLSC, etc., and it can also be combined with other safe semi-supervised classification
methods, such as S4VM or SA-SSCCM.

The rest of the paper is organized as follows: Sect. 2 introduces the related work, Sect. 3
describes the proposed ACA-S3VMmethod, Sect. 4 presents the empirical results and some
conclusions are drawn in Sect. 5.

2 Related Works

In this paper, we aim to develop a safe semi-supervised classification method by adjusting
the cluster assumption, and in the implementation, we adopt the semi-supervised LS-S3VM
as the base classifier. As a result, we will briefly introduce the semi-supervised LS-S3VM,
and the safe semi-supervised S3VM_us for comparison as well.

Given labeled data Xl = {xi }nli=1 with corresponding labels Y = {yi }nli=1, and unlabeled
data Xu = {x j }nj=nl+1 where each xi ∈ Rd and nu = n − nl . With a decision function f (x),
the large margin semi-supervised classification method can be established in terms of the
following formulation:

min
f,ŷ j

1

2
‖ f ‖2 + C1

2l

∑l

i=1
V (xi , yi , f (xi )) + C2

2(n − l)

∑n

j=l+1
V

(
x j , ŷ j , f (x j )

)
(1)

where V (·, ·, ·) is the loss function for classification, each ŷ j denotes the predicted label
for the unlabeled instance x j , j = l + 1. . .n,C1 and C2 are the regularization parameters
balancing the correct classifications between the labeled and unlabeled data, respectively. It
can easily be found that the largemargin semi-supervisedmethod seeks for the discriminative
function and the class labels for the given unlabeled instances simultaneously.When adopting
the hinge loss [20] and square loss, respectively, we can get the famous S3VM [8,21] and
LS-S3VM from (1).

Specifically, through adopting the square loss function for simply solution, the optimiza-
tion problem of LS_S3VM can be formulated as:

min
f,ŷ j

1

2
‖ f ‖2 + C1

2l

∑l

i=1
( f (xi ) − yi )

2 + C2

2(n − l)

∑n

j=l+1

(
f (x j ) − ŷ j

)2 (2)

LS_S3VM seeks for the decision function and the class labels for the unlabeled instances
simultaneously. For the problem solving, the alternative iteration strategy can be used for
obtaining the decision function and the predicted labels, respectively, in which each step
generates a closed-form solution.

Based on S3VM, Li et al. developed a safe semi-supervised classification method
S3VM_us through unlabeled instances selection. Specifically, in S3VM_us, both supervised
SVM and semi-supervised S3VM are first performed independently to find the prediction
inconsistent subset of the unlabeled data. Then a hierarchical clustering method is performed
to calculate the instance confidence for this subset. Finally, only the unlabeled instances with
high confidence in this subset are predicted by S3VM, while the rests are predicted by SVM.
As a result, S3VM_us seeks only the class labels for the given unlabeled instances, thus
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learns in the transductive style. Further, the unlabeled instances is either selected (predicted
by S3VM) or discarded (predicted by SVM) by some confidence threshold, thus in both the
selected and the discarded datasets, different confidences of individual instances are actually
discarded. In this paper, we aim to develop a safe semi-supervised classification method,
which is inductive, and moreover, different confidences of individual unlabeled instances
can be considered.

3 Safe Semi-supervised Classification by Adjusted Cluster Assumption

When different classes have seriously overlaps, the distribution boundary does not lie around
the low-density region.As a result, semi-supervisedmethods adopting the cluster assumption,
such as S3VM, may lead to unsafe learning in this case. Considering this issue, we attempt to
develop a new semi-supervised classificationmethod in this sub-section by adjusting the clus-
ter assumption. Further, a traditional clusteringmethod is able to detect the real class boundary
in this case, thus we will adopt clustering to adjust the cluster assumption, and develop a
corresponding semi-supervised classification method. We will give the mode description,
problem solving and algorithm description in separated sub-sections, respectively.

3.1 Mode Description

Before describing the formulation of ACA-S3VM, we first introduce a distance vector V ∈
Rn , which is used to describe the distances of individual instances to the class boundary.
Each entry Vi in V is defined as Vi = |d(xi − v1) − d(xi − v2)|, where | · | is used to get the
absolute value, v1 and v2 are the cluster centres by a pre-performed fuzzy clustering method
such as FCM, and d(xi − vk) denotes the distance of each xi to the kth cluster (k = 1 or 2).
Further, V is normalized to be a normal distribution with centre 1, and moreover, each Vi is
set to be 0 if Vi <0. As a result, when Vi is large, instance xi is far from the cluster boundary,
otherwise, xi is more likely to lie in the cluster boundary.

Assuming that instances in the cluster boundary also lie in the class boundary, the opti-
mization problem of ACA-S3VM can be formulated as

min
f,ŷ j

1

2
‖ f ‖2K + C1

2l

∑l

i=1
( f (xi ) − yi )

2 + C2

2(n − l)

∑n

j=l+1

(
f (x j ) − ŷ j V j

)2 (3)

The distance vector V is incorporated into the third item of (3). When Vj approaches 0, the
unlabeled instance x j is likely to lie in the cluster boundary, then its prediction f (x j ) is
restricted to be close to 0 in (3). It actually guides x j to be classified into the area of class
boundary. Otherwise, when Vj is large, x j is far from the cluster boundary, then it is restricted
to be far from the decision boundary by (3).

For the cluster-assumption basedmethods, the clustersmay have serious overlaps such that
the decision boundary does not lie in the low-density region [19]. Through incorporating the
cluster structure in ACA-S3VM, the decision boundary can be adjusted to the real boundary.
At the same time, when classes or clusters are not seriously overlapped, the real boundary
does lie in the low density region. In this case, the class boundary detected will be in the low
density separation with no adjustment, since the clustering boundary is also in the low density
region. As a result, it can undoubtedly alleviate the impact of mis-specified distribution
assumption to some extent. At the same time, the distances of instances to the boundary
actually describe their confidence in classification, as a result, ACA-S3VM considers the
confidence of individual unlabeled instances in classification, thus it may also alleviate the

123



1036 Y. Wang et al.

impact ofmisleading unlabeled instances to some extent. As a result, it is respected to improve
the safety of semi-supervised classification.

Note that we take LS-S3VM as the base classifier, or adopt the square loss function here
due to its simplicity in problem solving, however, the strategy can also be applied to other
semi-supervised classifiers adopting other loss functions.

3.2 Problem Solving

Similar to LS-S3VM, ACA-S3VM seeks the discriminative function and the class labels for
given unlabeled instances simultaneously. The optimization problem can be solved by an
alterative iterating strategy to obtain f (x) and ŷ j s respectively. Specifically, with fixed ŷ j s,
the optimization problem for f (x) can be formulated as

min
f

1

2
‖ f ‖2 + C1

2l

∑l

i=1
( f (xi ) − yi )

2 + C2

2(n − l)

∑n

j=l+1

(
f (x j ) − ŷ j V j

)2 (4)

The minimizer of (4) has the form f (x) = ∑n
i=1 αK

i (xi , x) based on the Representer Theo-
rem, then (4) can be further reformulated as

min
α

J = 1

2
αT Kα + C1

2l
(Klα − Yl)

T (Klα − Yl)

+ C2

2(n − l)
(Kuα − YuV )T (Kuα − YuV ) (5)

where α = [α1, α2 . . . αn] is the Lagrange multiplier vector. Kll = 〈φ(Xl), φ(Xl)〉H, Klu =
〈φ(Xl), φ(Xu)〉Hand Kuu = 〈φ(Xu), φ(Xu)〉H are kernel matrices, and K = [Kl Ku] =[
Kll Klu

Kul Kuu

]
. V̂ ∈ Ru×u is a diagonal matrix with each diagonal element V̂ j j being Vj .

By zeroing the derivative of J with respect to α, we have

α =
(
K + C1

l
K T
l Kl + C2

n − l
K T
u Ku

)−1 (
C1

l
K T
l Yl + C2

n − l
K T
u YuV

)
(6)

At the same time, with fixed f (x), the optimization problem for ŷ j s can be written as

min
ŷ j

∑n

j=l+1
Vj

(
f (x j ) − ŷ j V j

)2 (7)

Since Vj >= 0, thus for each x j , if f (x j ) ≥ 0, ŷ j = 1, else ŷ j = −1.

3.3 Algorithm Description

The initial values for the class labels of the given unlabeled data are obtained by supervised
LS-SVM, and the iteration terminates when |Mk − Mk−1| < εMk−1, where Mk denotes the
objective function value at the kth iteration, and ε is a pre-defined threshold. The algorithm
description of ACA-S3VM is summarized in Table 1.

Proposition 1 The sequence {J (αk, yk)} obtained in the above algorithm w.r.t. ACA-S3VM
converges.
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Table 1 The algorithm description of ACA-S3VM

Proof First, the sequence of the objective function values generated by the above algorithm
decreases monotonically. In fact, the objective function J (α, y) is biconvex [22] in (α, y).
Specifically, for fixed yk , the objective function is convex in α, thus the optimal α* can be
obtained by minimizing J (α, yk), or equivalently optimizing (4). Now set αk+1 = α*, then
J (αk+1, yk) = J (α∗, yk) ≤ J (αk, yk). Simultaneously, with current αk+1, the objective
function is convex in y, thus the optimal y* can be obtained by minimizing J (αk+1, y),
or equivalently optimizing (7). Now set yk+1 = y*, then J (αk+1, yk+1) = J (αk+1, y∗) ≤
J (αk+1, yk). Finally, J (αk+1, yk+1) ≤ J (αk+1, yk) ≤ J (αk, yk),∀k ∈ N . Hence, the con-
sequence {J (αk, yk)} decreases monotonically.

Further, since the objective function is non-negative, thus lower-bounded, as a result, the
sequence {J (αk, yk)} converges. 
�

4 Experiments

To evaluate our ACA-S3VM, we perform comparison with supervised LS-SVM, semi-
supervisedLS-S3VM,LapRlsc, and the safe semi-supervised classificationmethodS3VM_us
over 7 UCI datasets1 and 5 benchmark datasets.2 The description of those datasets is given
in Table 2. For comparison with transductive S3VM_us, we implement all methods in the
transductive learning style, since inductive methods can predict the given unlabeled data as
well by the decision function. Specifically, we report the prediction accuracy on the unla-
beled instances available, although our method can directly achieve out-of-sample extension
to predict unseen testing instances not adopted in learning.

1 http://archive.ics.uci.edu/ml/datasets.html.
2 http://www.kyb.tuebingen.mpg.de/ssl-book/.
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Table 2 Description of the 9
UCI datasets, including the
number of instances and features

Dataset #Dimension #Instance

#positive #negative #total

automobile 25 71 88 159

house 16 168 267 435

ionosphere 34 225 126 351

sonar 60 97 111 208

wdbc 30 212 357 569

german 30 700 300 1000

isolet 51 300 300 600

BCI 241 750 750 1500

digit1 241 734 766 1500

g241c 241 750 750 1500

g241n 241 748 752 1500

USPS 241 300 1200 1500

4.1 Comparision Results

For the UCI datasets, each one is randomly split into two halves, one for training and the
other for testing, and the training set contains 10 and 100 labeled instances, respectively, with
the rests unlabeled. This process along with the classifier learning is repeated 20 times, and
the average accuracy and variance are reported. For each benchmark dataset, there are two
settings, one including 10 labeled instances and the other including 100 instances. Further,
for each setting, there are 12 subsets of labeled data and unlabeled instances partitions, finally
the average prediction performances on the unlabeled data are reported.

The Gaussian kernel is adopted here, and the width parameter in the Gaussian kernel is
fixed to the average distance between all instance pairs. Each regularization parameter is
selected from {0.01, 0.1, 1, 10, 100}. When 10 instances are labeled, the best performance
over all parameter combinations is reported. When 100 instances are labeled, the results are
reported with parameters selected by cross-validation. The results are reported in Tables 3
and 4, where the bold value in each row indicates the best performance over each dataset,
the superscript “*” indicates that ACA-S3VM performs better than supervised SVM, and
subscript “*” indicates that ACA-S3VM performs better than the semi-supervised S3VM
over the dataset. The last row gives the number of cases in which each method achieves the
best performance.

From Tables 3 and 4, we can make several observations as follows,

• When 10 instances are labeled, S3VM performs worse than SVM over 2 datasets, while
the performanceofACA-S3VMisbetter thanSVMonall 12datasets.When100 instances
are labeled, S3VM performs worse than SVM over 7 datasets, while the performance of
ACA-S3VM is worse than SVM on just 4 datasets. As a result, ACA-S3VM can indeed
improve the safety of semi-supervised classification.

• When 10 instances are labeled, ACA-S3VM performs better than S3VM over 7 datasets,
and when 100 instances are labeled, ACA-S3VM also performs better than S3VM over 9
datasets. As a result, through adjusting the cluster assumption, ACA-S3VM can improve
the performance of cluster-assumption-based semi-supervised classification learning.
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Table 3 Performance comparison with 10 labeled instances

dataset SVM S3VM S3VM_us MR S3VM_ACA

automobile 77.52 ± 12.19 80.50 ± 11.39 78.15 ± 8.13 78.69 ± 9.71 80.81 ± 12.18∗∗
house 76.29 ± 1.39 75.14 ± 2.16 76.08 ± 2.43 74.68 ± 2.74 77.72 ± 1.58∗∗
ionosphere 77.95 ± 10.72 79.75 ± 19.43 77.95 ± 10.72 80.04 ± 18.94 79.30 ± 16.30∗
sonar 49.19 ± 3.56 49.72 ± 2.64 49.19 ± 3.56 50.00 ± 1.77 54.75 ± 5.47∗∗
wdbc 87.66 ± 1.02 90.25 ± 1.60 90.66 ± 1.02 88.73 ± 0.71 90.25 ± 1.60∗
german 50.77 ± 23.88 57.20 ± 21.47 55.13 ± 19.13 56.23 ± 18.72 70.73 ± 11.43∗∗
isolet 89.28 ± 0.90 97.33 ± 1.17 92.32 ± 1.21 96.52 ± 3.12 97.33 ± 1.17∗
BCI 53.84 ± 1.69 52.85 ± 1.96 53.89 ± 2.31 51.03 ± 2.27 54.87 ± 1.98∗∗
digit1 50.67 ± 1.23 51.69 ± 1.67 51.82 ± 1.11 51.76 ± 1.32 52.56 ± 0.90∗∗
g241c 73.72 ± 2.39 75.29 ± 2.12 73.90 ± 2.41 76.05 ± 1.89 75.03 ± 2.22∗
g241n 48.38 ± 0.33 57.76 ± 0.98 58.02 ± 0.68 59.62 ± 0.67 58.07 ± 0.94∗∗
USPS 72.02 ± 1.21 74.80 ± 1.13 73.28 ± 1.08 80.01 ± 1.87 72.89 ± 2.21∗
No. of win 0 2 1 3 7

Table 4 Performance comparison with 100 labeled instances

dataset SVM S3VM S3VM_us MR S3VM_ACA

automobile 92.39 ± 4.05 88.73 ± 3.03 90.83 ± 3.21 88.15 ± 6.07 90.24 ± 2.25∗
house 90.78 ± 2.28 91.19 ± 0.01 90.86 ± 2.34 90.22 ± 0.61 91.72 ± 0.01∗∗
ionosphere 93.65 ± 0.48 91.49 ± 0.36 93.43 ± 0.27 91.08 ± 0.62 92.86 ± 0.36∗
sonar 85.56 ± 6.53 80.83 ± 6.70 84.56 ± 6.53 80.05 ± 10.66 83.51 ± 7.01∗
wdbc 88.42 ± 1.47 87.28 ± 4.17 88.56 ± 2.32 88.31 ± 1.53 89.20 ± 4.24∗∗
german 59.88 ± 9.19 72.24 ± 8.66 68.29 ± 7.35 72.02 ± 6.89 72.23 ± 7.62∗
isolet 91.68 ± 1.97 98.08 ± 1.75 98.67 ± 1.87 98.27 ± 1.88 98.08 ± 1.75∗
BCI 55.92 ± 3.54 53.74 ± 2.97 55.86 ± 3.12 52.96 ± 2.86 54.37 ± 3.01∗
digit1 51.00 ± 6.47 50.97 ± 8.40 51.05 ± 6.47 50.03 ± 7.21 52.03 ± 4.46∗∗
g241c 76.89 ± 2.32 79.24 ± 2.17 78.32 ± 2.56 78.13 ± 2.38 79.89 ± 1.94∗∗
g241n 51.89 ± 1.08 51.51 ± 1.36 51.67 ± 1.45 51.92 ± 1.41 52.05 ± 0.57∗∗
USPS 90.23 ± 0.65 94.32 ± 0.43 93.20 ± 0.56 95.32 ± 1.08 93.79 ± 0.65∗
No. of win 4 1 1 1 5

• When 10 instances are labeled, ACA-S3VM performs better than S3VM_us over 10
of the 12 datasets, when 100 instances are labeled, ACA-S3VM performs better than
S3VM_us over 7 datasets. As a result, it is reasonable to consider the different confidences
of individual unlabeled instances in semi-supervised classification.

• ACA-S3VMperforms the best over 7 out of the 12 datasets when 10 instances are labeled,
and performs the best over 5 datasets when 100 instances are labeled. It exactly shows
the effectiveness of ACA-S3VM.

• It can also been found that when 10 instances are labeled, S3VM usually performs better
than LS-SVM, while 100 instances are labeled, S3VM can performs worse than LS-
SVM in some cases. The reason is that when the labeled instances are extremely limited,
adopting the unlabeled instances can help improve the performance, while given enough
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Fig. 2 The performances of the compared methods w.r.t different numbers of labeled instances from {10, 20,
30, 40, 50, 60, 70, 80, 90, 100}

instances labeled, using the unlabeled instance may not help learning, or even hurt the
performance. As a result, it is necessary to study a safe usage of unlabeled instances,
which is exactly what ACA-S3VM does.

4.2 Comparison with Different Number of Labeled Instances

We also show the performances of the compared methods with different numbers of labeled
instances from {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} in Fig. 2. From Fig. 2, we can find
that,

(1) For dataset automobile in Fig. 2a, when the labeled instances is less than 60, S3VM
performs better than SVM, in those cases, ACA-S3VM performs better than the other
methods, thus it improves the performance of semi-supervised classification. When the
number of labeled instances is larger than 60, S3VM performs worse than SVM, and so
does S3VM_us and ACA_S3VM, because the given labeled instances may be enough to
construct the ideal decision boundary. However, both S3VM_us and ACA_S3VM per-
form better than S3VM, as a result, they can both improve the safety of semi-supervised
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classification. It is worth noting that semi-supervised classification makes sense when
the labeled instances are extremely limited, in this case, ACA_S3VM can indeed provide
a better performance for semi-supervised classification.

(2) For dataset house in Fig. 2b, S3VM performs better than SVM in most cases, and at
the same time, ACA_S3VM performs better than both SVM and S3VM in all cases. In
fact, ACA_S3VM performs the best in all cases, indicating its effectiveness for boosting
semi-supervised classification.

(3) For dataset sonar in Fig. 2c, when the number of labeled instance is larger than 10,
SVM performs better than S3VM in all cases, thus in those cases, adopting the unlabeled
instances leads to unsafe learning. At the same time, both S3VM_us and ACA-S3VM
can improve the safety to some extent. When the number of labeled instances is less
than 40, ACA_S3VM performs better than SVM, actually it performs the best among
the compared methods in this case. As a result, ACA_S3VM can improve the safety
of semi-supervised classification. It is worth noting that when the labeled instances are
extremely limited, the performance of ACA_S3VM is inspiring.

(4) For dataset german in Fig. 2d, ACA_S3VM performs the best in most cases, especially
when the performances of S3VM are not desirable with 10 and 60 labeled instances,
ACA_S3VM can achieve much better performance. As a result, ACA_S3VM can boost
the performance of semi-supervised classification.

As a result, through adjusting the cluster assumption, ACA-S3VM can improve the safety
of semi-supervised classification based on cluster assumtion, and further boost its perfor-
mance. At the same time, it is easily found that the classification performance can degenerate
with the increase of the labeled instances. Because the labeled instances are randomly
selected, the labeled instances critical for classification can be selected, and at the same
time, labeled instances not helpful for learning may also be select, which will mislead the
classification.

5 Conclusion

Semi-supervised classification method may yield even worse performance than the corre-
sponding supervised counterpart. It naturally reduces the confidence for applying semi-
supervisedmethods to real applications, and thus it is desired to develop safe semi-supervised
classification methods never performing worse than the supervised counterparts. Since one
possible reason for such unsafe learning is that the cluster assumption may not well reflect
the real data distribution, i.e., when samples from different classes are seriously overlapped,
the real boundary actually lies not in the low density region, which can not be detected by
the cluster assumption. However, an unsupervised clustering method is able to find the real
boundary in this case. As a result, we develop a novel safe semi-supervised classification
method ACA-S3VM in this paper based on the cluster assumption adjusted by clustering,
in which instances in the cluster boundary will also be classified into the class boundary.
In this way, the class boundary is guided to pass through the cluster boundary rather than
the low-density region in the seriously overlapped case. Experiments over both UCI and
benchmark datasets demonstrate the effectiveness of ACA_S3VM compared with the state-
off-the-art semi-supervised classification methods. Besides, the idea proposed in this paper
can be combined with other safe semi-supervised methods, such as SA-SSCCM and S4VM,
to further improve the learning safety.
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We demonstrate the effectiveness of ACA_S3VM by empirically comparison with other
semi-supervised classification methods, however, some theoretical guarantees is still needed,
for example, the analysis of the Rademacher complexity [23], which will be one of our
important future work.
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